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High-Stakes Decision-Making

Xie et al., CHI 2020 Juan Lavista; Microsoft AI for Good, 2023

Accuracy and accountability of 
these tools are vital
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High-Stakes Decision-Making

Xie et al., CHI 2020 Juan Lavista; Microsoft AI for Good, 2023

Accuracy and accountability of these tools are vital

Decision-makers need guidance and 
explanations about how and why 

certain predictions are outputted



4

Human-AI Decision-Making

How different explanation 
techniques impact 
decision-making

Morrison et al., CSCW 2023 

How different explanation 
techniques are 

interpretable to humans

Morrison et al., CSCW 2023 
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Human-AI Decision-Making

explanation decision-maker

which characteristics of 

impact human-AI 
collaboration
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Human-AI Decision-Making

accurate information

conveying confidence

explanation decision-maker

which characteristics of 

impact human-AI 
collaboration

domain 
expertise



7

Human-AI Decision-Making

Non-expert 
(e.g., citizen scientist)

Expert 
(e.g., ornithologist)

Human-AI Decision-Making: Identifying Bird Species

AI’s Prediction: 
Magnolia Warbler

Correct Prediction 
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Human-AI Decision-Making

Non-expert 
(e.g., citizen scientist)

Expert 
(e.g., ornithologist)

Human-AI Decision-Making: Identifying Bird Species

Explainable AI techniques:

AI’s Prediction: 
Magnolia Warbler

Correct Prediction 

gradient-based 
method

AI explaining AI

"this is a bird with a yellow 
belly black stripes on its 
breast and a grey head"
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Human-AI Decision-Making

Non-expert 
(e.g., citizen scientist)

Expert 
(e.g., ornithologist)

Human-AI Decision-Making: Identifying Bird Species

Explainable AI technique: 
Natural Language Explanation

AI’s Prediction: 
Magnolia Warbler

Correct Prediction 

Hendricks et al. ECCV. 2016.

AI’s Prediction: 
Magnolia Warbler

extracted features 
of image

&
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Human-AI Decision-Making

Non-expert 
(e.g., citizen scientist)

Expert 
(e.g., ornithologist)

Human-AI Decision-Making: Identifying Bird Species

Explainable AI technique: 
Natural Language Explanation

AI’s Prediction: 
Magnolia Warbler

Correct Prediction Correct Explanation

"this is a bird with a yellow 
belly black stripes on its breast 

and a grey head"

Hendricks et al. ECCV. 2016.
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Human-AI Decision-Making

Non-expert 
(e.g., citizen scientist)

Expert 
(e.g., ornithologist)

Human-AI Decision-Making: Identifying Bird Species

Explainable AI technique: 
Example-Based Explanations

AI’s Prediction: 
Magnolia Warbler

Correct Prediction Correct Explanation
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Can AI explain another AI’s output? 

"this is a small bird with a white 
belly and a grey head"

AI’s Prediction: 
Cerulean Warbler

Correct Prediction 

Explainable AI technique: 
Natural Language Explanation

Incorrect Explanation

Can AI explain another AI’s output? Sometimes …
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Can AI explain another AI’s output? Sometimes …

"this is a small bird with a white 
belly and a grey head"

AI’s Prediction: 
Cerulean Warbler

Correct Prediction 

Explainable AI technique: 
Example-Based Explanations

Incorrect Explanation

Imperfect XAI
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Can AI explain another AI’s output? Sometimes …

AI’s Prediction: 
Nashville Warbler

Correct Prediction 

Explainable AI technique: 
Example-Based Explanations

Incorrect Explanation



16

Can AI explain another AI’s output? Sometimes …

AI’s Prediction: 
Nashville Warbler

Correct Prediction 

Explainable AI technique: 
Example-Based Explanations

Incorrect Explanation

Imperfect XAI



17

Conceptualizing Human-AI Collaboration 

Schemmer et al. IUI 2023.

Initial human 
decision AI advice

Human decision 
after receiving AI & 

XAI advice

Under reliance on AI

Correct Self-reliance

Over-reliance on AI

Correct AI-reliance
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Conceptualizing Human-AI Collaboration w/ Imperfect XAI
Initial human 

decision AI advice XAI advice
Human decision 

after receiving AI & 
XAI advice
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Conceptualizing Human-AI Collaboration w/ Imperfect XAI
Initial human 

decision AI advice XAI advice
Human decision 

after receiving AI & 
XAI advice

Under reliance on AI;
correct explanation

Under reliance on AI; 
incorrect explanation

Over-reliance on AI;
correct explanation

Over-reliance on AI; 
incorrect explanation
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Conceptualizing Human-AI Collaboration w/ Imperfect XAI

Complementary Team 
Performance

Initial human 
decision AI advice XAI advice

Human decision 
after receiving AI & 

XAI advice

or
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Domain Expertise of User + Imperfect XAI = … ?

"this is a small bird with a white 
belly and a grey head"

AI’s Prediction: 
Cerulean Warbler

Correct Prediction 

Explainable AI technique: 
Example-Based Explanations

Incorrect Explanation

Non-expert 
(e.g., citizen scientist)

Expert 
(e.g., ornithologist)



Level of Expertise
How is complementary team performance impacted by the 
decision-maker’s level of domain expertise?

Correctness of 
Explanations

How is complementary team performance impacted by the 
correctness of explanations?
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Research Questions

Deception
To what extent do incorrect and correct explanations deceive 
decision-makers with different levels of expertise?
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Study Design
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Study Design
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Study Design

All explanations are the real 
output from the model - 

they were not fabricated. 
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Study Design
Hendricks et al. ECCV. 2016.
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Study Design

0 1 1

1 1 0

0 0 1

extracted features of image 
from model

Hendricks et al. ECCV. 2016.
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Study Design
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Study Design
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Study Design



31

Study Design
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Study Design
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Study Design
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Study Design
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Study Design
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Study Design
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Recruitment (N = 136)

AI for 
Conservation

Climate 
Change AI

Computational 
Sustainability WildLabs.Net

Birding 
International

Audubon Society 
Groups

Prolific 
Crowdsourcing
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Group Participants into Experts & Non-Experts

Each explanation type was assigned to half of 
the participants in each level of expertise  
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Participants’ Bird Species Test Performance
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Complementary Team Performance (CTP) for Experts

Complementary Team 
Performance

or
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Complementary Team Performance (CTP) for Experts

AI Performance

CTP
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Complementary Team Performance (CTP) for Experts

AI Performance

CTP



Complementary Team Performance (CTP) for Non-Experts
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AI Performance

CTP



Complementary Team Performance (CTP) & Expertise
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How is complementary team performance impacted by the decision-maker’s 
level of domain expertise?

CTP

expertsAI

AI non-experts
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Complementary Team Performance (CTP) & Imperfect XAI 

Correct

expertsAI

Incorrect

Natural Language

Correct Incorrect

Example-based

Human-AI Team Performance

~54% ~55%~57% ~59%

Experts are able to rely on their own 
expertise when AI or XAI advice is incorrect

Achieves CTP

Does not achieve CTP
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Complementary Team Performance (CTP) & Imperfect XAI 

expertsAI

Incorrect

Natural Language

Incorrect

Example-based

Human-AI Team Performance

AI non-experts

~37% ~43%~49% ~49%

~54% ~55%~57% ~59%

Achieves CTP

Does not achieve CTP

Correct Correct
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How is complementary team performance impacted by the correctness of 
explanations?

Complementary Team Performance & Impact

expertsAI

AI non-experts

Complementary Team Performance (CTP) & Imperfect XAI 

Natural Language Example-based

Achieves CTP

Does not achieve CTP
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Imperfect XAI can be deceiving…
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The Deception of Imperfect XAI 
Initial human 

decision AI advice XAI advice
Human decision 

after receiving AI & 
XAI advice



Initial human 
decision AI advice XAI advice

Human decision 
after receiving AI & 

XAI advice

50

The Deception of Imperfect XAI 

how often the human correctly relies 
on their own decision out of all the 

times the AI advice is incorrect

Relative Self-Reliance
equation hidden for simplicity
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The Deception of Imperfect XAI 

Initial human 
decision AI advice XAI advice

Human decision 
after receiving AI & 

XAI advice

how often the human correctly relies 
on the AI out of all the times when the AI 

advice is correct

Relative AI-Reliance
equation hidden for simplicity
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The Deception of Imperfect Example-Based Explanations 

Initial human 
decision AI advice XAI advice

Human decision 
after receiving AI & 

XAI advice

Relative Self-Reliance for 
Correct XAI Advice

Relative Self-Reliance for 
Incorrect XAI Advice

Deception of 
Reliance for 

Relative Self-Reliance

experts

 -0.28***

Example-Based 
Explanations
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The Deception of Imperfect Example-Based Explanations 

Initial human 
decision AI advice XAI advice

Human decision 
after receiving AI & 

XAI advice

Relative AI-Reliance for 
Correct XAI Advice

Relative AI-Reliance for 
Incorrect XAI Advice

Deception of 
Reliance for 

Relative AI-Reliance

ex
pe

rt
s

 0.16*

Example-Based 
Explanations

no
n-

ex
pe

rt
s

 0.26**
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To what extent do incorrect and correct explanations deceive 
decision-makers with different levels of expertise?

Deception of Reliance: 
Example-Based Explanations

expertsAI

AI non-experts

Relative Self-Reliance Relative AI-Reliance

The Deception of Imperfect Example-Based Explanations 

 -0.28***  0.16*

 0.26**
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Summary of Contributions & Findings

Complementary Team 
Performance

expertsAI

AI non-experts

natural 
language

example-
based

Conceptualization of Human-AI 
Collaboration with Imperfect XAI

Level of Expertise Correctness of Explanations Deception of Reliance

Impact on Complementary 
Team Performance

expertsAI

AI non-experts

natural 
language

example-
based

CTP

CTP

Example-based explanations

expertsAI

AI non-experts

Relative 
Self-Reliance

Relative 
AI-Reliance

 
-0.28***  0.16*

 0.26**
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Summary of Contributions & Findings

Guide researchers & practitioners on 
how to assess and design for imperfect 

XAI in human-AI collaborations
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Thank you!
We would like to attribute this amazing work 
to the existence of networking events at 
in-person conferences because Philipp & 
Katelyn met at CHI and sparked up this 
wonderful collaboration.  
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Hao-Fei Cheng, Haiyi Zhu, Ken Holstein, 
KSRI Lab, DIG Lab, Nari Johnson, Youwei 
Jiang, and multiple experienced birders for 
their insightful discussions and guidance. 
And ChatGPT & DALL-E 2.kcmorris@cs.cmu.edu

This work is under review at CSCW 2024
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Summary of Contributions & Findings

Complementary Team 
Performance

expertsAI

AI non-experts

natural 
language

example-
based

Conceptualization of Human-AI 
Collaboration with Imperfect XAI

Level of Expertise Correctness of Explanations Deception of Reliance

Impact on Complementary 
Team Performance

expertsAI

AI non-experts

natural 
language

example-
based

CTP

CTP

Example-based explanations

expertsAI

AI non-experts

Relative 
Self-Reliance

Relative 
AI-Reliance

 
-0.28***  0.16*

 0.26**

Questions?
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Can AI explain another AI’s output?

Hendricks, Lisa Anne, et al. "Generating visual explanations." Computer Vision–ECCV. 2016.

Kayser, Maxime, et al. "Explaining chest x-ray pathologies in natural language." International Conference on Medical Image Computing and 
Computer-Assisted Intervention. 2022.
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How do you generate the Natural Language Explanations
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Explanations
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Explanations



Phase 1 Phase 2
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Study Design: Assertiveness
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Study Design: Assertiveness
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Complementary Team Performance (CTP) & Imperfect XAI 
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Complementary Team Performance for Non-Experts
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Deception of Reliance Significance Tests



Initial human 
decision AI advice XAI advice

Human decision 
after receiving AI & 

XAI advice
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The Deception of Imperfect XAI 

CSRIC

ORIC

CSRII

ORII

how often the human correctly relies 
on their own decision out of all the 

times the AI advice is incorrect
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The Deception of Imperfect XAI 

Initial human 
decision AI advice XAI advice

Human decision 
after receiving AI & 

XAI advice

CAIRCC

URCC

CAIRCI

URCI

how often the human correctly relies 
on the AI out of all the times when the AI 

advice is correct


